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			Introduction

		

	
		
			Modern world economy develops thanks to innovations and sees innovations as the sources of its competitive advantage. Dependence of economic development on innovation induces a discussion on the modes of increasing the level of innovation, assisting creative and entrepreneurial processes and modern management. Special attention should be paid to the inter-dependences among innovations, entrepreneurship, creativity, management and economic development. Innovations should be discussed in the strategic context, as processes embedded in organisational entrepreneurship.1 This is the subject matter of this paper. 

			Innovation is both an economic ‘mechanism’ and a technical process and, simultaneously, a result of various social interactions and relations among individual entities. The basic goal of the introduction of innovations is, in essence, development of an enterprise. Creation and management of innovations has multiple aspects, which permeate all levels and dimensions of an organisation, are a combination of processes that result from the internal and external dynamic of a given entity.

			Analysis of innovations in a holistic approach, as a coupled process, covering multiple activities, from the moment of emergence of an idea to its efficient incorporation into the organisational activities and processes and accomplishment of measurable benefits, requires a broader look on the determinants of innovative activities. Innovation of organisations is an outcome of many diverse factors determining the range, the scale, the intensity and the directions of innovative activities carried out by an organisation. These factors may be sociological, psychological, historical, organisational or economic. They change in the course of time and are dynamic; their impact is not uniform and refers to various stages of the innovative process. They may be an opportunity for an organisation, but they also carry barriers and threats significant for its functioning.

			K. Poznańska stresses the important role of the environment which significantly affects the innovative potential of companies.2 The environment’s potential determines the possibility of generating and implementing innovations in enterprises. The complexity of these processes designate the type of sector and market, regional and local conditions, characteristics of economic, demographic, technological, political and legal, socio-cultural and ecological factors.3 The environment generates conditions for creation of a network of ties (innovation networks) which, by creation, acquisition, integration and use of knowledge and skills, affect the innovative processes in a company.

			Innovation of an organisation is closely knit to a market mechanism, understood as a mega-regulator of innovative processes and a verifier of new products and services. The market, as the regulator, imposes the necessity of applying a new solution, sets the direction of search and choice of a new solution, designates the date and the mode of introducing an innovation at the market, determines the scale of its application and the moment of withdrawal of a product from the market and its replacement with another innovation.4 Information from the market affects the shape of innovative decisions of operational and tactical nature and facilitates decisions about adjustment of production to the market needs.

			Innovation should be examined in combination with entrepreneurship – it is the basic, next to pro-activity and risk taking, dimension of organisational entrepreneurship.5 It is a result of a systematic and organised process of change management. It forms the first step towards a creative strategy by engaging creativity for the preparation of an idea, which is introduced at the market in the process of strategic entrepreneurship.6

			Innovations play a fundamental role in accomplishing a competitive advantage at the macro- and micro-economic level. They are important in the processes of production, management, efficient customer servicing, as well as indispensable in cooperation of various organisations and building relations. Assuming these statements as the starting point, we are presenting diverse modes of fostering innovations, discussed in various contexts. The content of the papers was arbitrarily divided into two parts, where the first one is devoted to various aspects of innovation, while the second to entrepreneurship.

			Innovation is a complex, multi-aspect, global, regional and industry process. It is a consequence of the interaction of creativity, entrepreneurship, competitiveness, knowledge, management and economic growth. A competitive position of countries and companies is the outcome of their capacity and predisposition for innovations, shaped by their sizes, resources at their disposal (including human), system of management and relations with the environment. This volume, painting a diverse and versatile picture of innovation, co-existing together with creativity and entrepreneurship, is an effect of common interest in this subject matter. We are hoping that the readers will find interesting research in this publication, as well as answers and guidelines making it easier for them to function in a turbulent environment.

			Krystyna Poznańska

			Katarzyna Szczepańska-Woszczyna

			Janusz Michałek
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			Artificial Intelligence in Digital Forensic Investigation

			Computer forensics is a field of forensic science in which computer forensics experts analyse gathered digital evidence. Today, digital evidence can be anything. The number of digital data carriers is increasing, and their storage capacity represents thousands or even millions of stored records. The rapid growth of data makes the analysis of digital evidence time-consuming. Artificial neural networks can provide a solution to this, allowing for the content of digital evidence to be automatically analysed and categorised. The examples described in the article show that using artificial neural networks in computer forensics is an example of innovation.
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			Introduction

			Many of the breakthroughs have been a coincidence. Most times, the breakthrough results from an emerging innovative idea in parallel with the technology needed to implement it. Today, some breakthroughs, inventions and solutions may appear trivial. However, it is worth remembering that development is not just the result of major discoveries, and hundreds of small steps are crucial. We can see innovation as a collection of many steps and minor improvements (Isaacson, 2016). 

			The same was true of artificial intelligence, the roots of which go back to the 1940s. Some authors link the origins of artificial intelligence to science-fiction literature, which has inspired generations of scientists working in robotics, artificial intelligence and computer science. Alan Turing worked at the beginning of his career on much less fictional issues and developed a code-breaking machine used by the British government in the Second World War. This made him wonder about the intelligence of machines because the task he did was previously impossible to even the best mathematicians (Haenlein & Kaplan, 2019). 

			Over the past two decades, there has been significant progress in industry and academia in the developing human-mimicking artificial intelligence solutions. Scientists use computation and data to create services that support human intelligence and creativity. A search engine is an example, as it expands human memory and factual knowledge, as is natural language translation, which expands the human ability to communicate (Jordan, 2019). Artificial intelligence can also support human intelligence and the capabilities in digital evidence analysis, which is time-consuming. 

			The aim of this article is to present selected possibilities of applying artificial intelligence in criminalistics digital evidence research as an innovation in computer forensics. The adopted objective determined the structure of the publication. In separate parts of the article, I have presented the biography of Alan Turing, regarded as the father of artificial intelligence, the source of the concept of artificial neural networks and have explained the structure of an artificial neuron. I then showed the role and tasks of computer forensics, pointing to contemporary challenges and problems concerning the analysis of digital evidence. The solution to the problematic situation in computer forensics may be artificial neural networks, which can be used in image content recognition. The results of scientific research so far, which I described in the last part of the article, confirm this.

			The article concludes with a discussion and conclusions on the future potential of artificial intelligence in digital forensics investigation.

			The Artificial Intelligence innovator

			Alan Mathison Turing was born in London on 23 June 1912. His interest in science started very early and continued throughout his life. At preparatory schools and at Sherborne School, which he entered 1926, he was absorbed with science. His indifference towards other subjects perplexed and disturbed his teachers, who tried to give him a well-balanced education. In his preparatory school years, we can already see many of the qualities that featured in his later life. At a young age, he solved various problems by combining theory and experiment (Hodges, 2013).

			After receiving his education at Sherborne School, Alan Turing studied mathematics at King’s College, Cambridge. He graduated in 1934 and was elected a Fellow of King’s in March 1935. He was only 22 years old. In 1936, he published his most important work, “On Computable Numbers, with an Application to the Entscheidungsproblem”. In this paper, he describes an abstract digital computing machine, referred to as a universal Turing machine. The idea of a digital computing machine, which Turing described, is the basis of modern computers (Copeland & Bowen, 2017). 

			Turing’s article on computable numbers simultaneously defined the elements of computer science and shaped the central and most influential paradigm of the 20th century. Turing’s theorem defines the exact limits of what mechanical and electronic computers can do. Turing established central paradigms in artificial intelligence, artificial life and the philosophy of the mind (Eden, 2007). 

			Alan Turing was also interested in the publication by Ada, Countess of Lovelace, published a century earlier. She was fascinated by the concept of an analytical machine used for calculations. She wrote notes to the article on the analytical machine and included a diagram, which was an algorithm. She stated in her notes: “The Analytical Engine has no pretensions whatever to originate anything. It can only do whatever we know how to order it to perform”. This statement was quoted by Turing (2009) who disagreed with this utterance and asked his own questions: What are the possible consequences of running a computer program? Is there a limit to the extent to which the behaviour of computing machines can be predicted? Can machines be said to think? Can computers behave intelligently? (Eden, 2007). 

			Turing’s suggestion that machines will think one day provoked intense debate, and he faced strong criticism. His response to the critiques was the article “Computing Machinery and Intelligence”, which appeared in 1950. Turing began the article with the sentence: “I propose to consider the question: Can machines think?” In this paper, Turing proposed a game to consider a machine as intelligent. The Turing test comprises an interrogator asking questions to participants, among which is a thinking machine. None of the participants are visible to the interrogator. The interrogator can only interact by speaking or writing messages to the participants, but he cannot see them. Based on the answers, the interrogator evaluates whether he was talking to a human or a computer. If the interrogator determines he is talking with a human, though it is in reality a computer, then we can say the machine is intelligent. Turing’s overarching idea was to treat thinking as a black box, without the need to figure out its internal mechanisms.

			He also wanted to separate the physical aspects of thinking from the intellectual aspects; thus a thinking machine need not have a human body or any resemblance to one. We can encapsulate it in a computer system that bears no resemblance to a human being (Eliot, 2020).

			Since publishing the article “Computing Machinery and Intelligence”, the Turing test has received considerable attention from many people, including philosophers, computer scientists and psychologists (Copeland, 2004). 

			In January 1952, the BBC organised a debate between Turing and the famous British brain surgeon Geoffrey Jefferson. Jefferson insisted that even if machines could imitate thinking, they will be devoid of awareness and would not feel any emotional and sexual emotions. Jefferson argued that machines, compared to humans, “are very simple and perform their tasks with an absence of distracting thoughts, which is quite inhuman” (Newman et al., 2004). These arguments were problematic for Turing due to his sexual orientation, which finally led to his death. Two years later, on 7 June 1954, Alan Turing died at his home in Wilmslow, Cheshire (Copeland, 2004) after committing suicide. His housekeeper, Eliza Clayton, found his body. Post-mortem showed the death to be a result of cyanide poisoning. A police pathologist thought that Turing had drunk cyanide dissolved in water. Police officers found a cyanide solution in the small, cramped laboratory adjoined Turing’s bedroom (Copeland & Bowen, 2017).

			The bibliography of Alan Turing, presented by me above, shows that he is the father of artificial intelligence. This also states that artificial intelligence is a relatively young field of science and deals with computer systems that simulate human behaviour. 

			Human brain

			The concept of artificial neural networks originates from biological sciences, where the neural network plays an important role in the human body. A neural network is a network of interconnected neurons that enable the processing of parallel information by humans. A neuron is a special biological cell that processes information from one neuron to another neuron by means of certain electrical and chemical changes. Each neuron has dendrites, a cell core, an axon and nerve endings, called synapses. Dendrites receive external signals. The cell core then processes the information and sends it by the axon to the nerve endings and shares information (Mishra & Srivastava, 2014).

			Artificial neural network

			Artificial neurons, which are mathematical structures, work similarly. A single artificial neuron is called a perceptron and is shown in Figure 1 (Taud & Mas, 2018).

			Figure 1. The architecture of a single-layer perceptron
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			An artificial neuron consists of inputs that receive external signals. Here, the inputs are X1 to Xn. The external signals go to the summing block, which is equivalent to the cell core. The cell core is represented in the picture by the capital Greek sigma letter. The output y of the neuron is a nerve ending. However, a single layer perceptron will not solve any problem. Only the connection of multiple neurons is able to resolve issues related to complex scenarios and logical thinking. The architecture of a multi-layered artificial neural network is demonstrated in Figure 2 (Kathiga, Suganya & Priyanka, 2017). 

			Figure 2. The architecture of a multi-layer artificial neural network
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			Artificial neural networks find applications in speech recognition, detecting and distinguishing physical objects and video games. Using artificial neural networks in recognizing physical objects also finds applications in computer forensics.

			Digital forensic investigation

			Digital evidence of crime and abuse is provided by the forensic science field of computer forensics. The main tasks of computer forensics include acquiring, collecting, verifying, identifying, analysing, interpreting, documenting and presenting digital evidence. The result of the activities of computer forensics experts is data that meets evidential criteria, which allows reconstruction of specific events and confirmation of whether an event took place. Computer forensics is characterised by time consumption and diversity, resulting from the many types of digital data carriers analysed in police forensic laboratories and the wide spectrum of criminal proceedings. Computer forensic research is now the most important source of evidence in cases involving economic crimes, possession and distribution of child pornography, fraud and stalking. 

			Computer forensic experts examine binary copies of digital evidence, which is performed with dedicated tools. Using specialised software, computer forensic experts then perform time-consuming analyses, which include thousands or even millions of records. 

			The rapid growth of information stored and processed on digital data carriers and the application of cryptographic techniques by criminals, are two fundamental problems for computer forensics (Centralne Laboratorium Kryminalistyczne Policji, 2017). It is likely, based on global trends, that the problems associated with data growth will only get worse as time goes on. According to data presented by the IDC, today, more than 5 billion consumers collect, process or exchange data every day, and by 2025, this number will reach 6 billion, or 75%, of the world’s population. The predictions presented show that in 2025, every person with access to the Internet will have at least one interaction with data every 18 seconds. Billions of networked devices generate many of these interactions around the world, which, in 2025, will produce 90 ZB of data (Seagate, 2019). We can therefore expect that the volume of data will continue to increase, requiring complex analyses as part of digital forensic investigations. The current situation, as well as the forecasts presented for the growth of digital data, therefore encourages efforts to be made to optimise computer forensic investigations and reduce their duration.

			One technique for optimising computer forensic research in the analysis of the contents of digital storage media is to eliminate irrelevant files related to the system and software. For this purpose, computer forensic experts use publicly available databases that contain so-called hashes, namely values calculated for files based on one-way cypher functions that allow for the elimination of irrelevant files from the analysis. In addition, programs used in computer forensics have the functionality of analysing the arrangement of colours and pixels in an image, which allows for the classification of images based on a set of colours. However, this is not an effective or reliable method. The person carrying out the commissioned work (expert, certified specialist) must conduct a final verification (Kowalski & Radziszewski, 2017). 

			The above-described technique of eliminating irrelevant files is widely used in Polish police forensic laboratories. The Central Forensic Laboratory of the Police has an integrated central system of information on files (the Central System of Hashes – CSH) connected with criminal activity. This system collects so-called hashes of files containing criminal content classified in this way by experts or certified specialists. They used the system for daily analysis, and this allows for identification of the digital criminal content present in the database and identification of irrelevant files (Krawczyńska, 2018).

			The applied solutions in computer forensic research aimed at optimising the research process are not sufficient. The rapid growth of information stored in the memory of digital data carriers is still one of the major problems of computer forensics, which translates into long waiting times for this research. The current situation calls for actions aimed at solving the identified problem. Artificial neural networks, used in image content recognition, may be an opportunity to solve the presented situation.

			Artificial intelligence in computer forensics

			People use artificial intelligence in many areas of life and science. Researchers are creating artificial neural network models and verifying their effectiveness in various areas of computer forensics. Researchers test the accuracy of the models when assessing and identifying child abuse material. The processing and distribution of pornographic content involving minors is an important problem for legal systems and law enforcement authorities worldwide. Thus, there is a need for automatic detection of child pornography because of the extensive amount of data and the possibility of sharing this content on the Internet. Using artificial intelligence allows for the detection of child pornography based on automatic age estimation mechanisms and a pornography detector. The models created for the tasks stated above achieved an image recognition accuracy of 79.84%. The effectiveness of the built model surpassed the accuracy of the tools previously used by the Brazilian Federal Police (Macedo, Costa & Santos, 2018). The advantage of the model proposed by Macedo, Costa and Santos (2018) is that it combines solutions for age estimation (Islam et al., 2019) and pornography identification (Dalins et al., 2018).

			Besides analysing images and text files, artificial neural network models can also discover suspicious criminal content by analysing other elements, such as file paths. This activity is beyond the skill of human perception. Artificial neural networks detect various anomalies by calculating the probability that a path does not fit into a general set of paths. The advantage of this solution is that there is no need to collect images of pornography. This approach makes the created models of neural networks independent of the analysed data, which can be images, graphic files or text files. Previous research shows that the accuracy of identifying pornographic content based on a file path analysis is 90%. The obtained accuracy results of the model lead us to believe that this kind of classifier is ideal for use in investigative work and the detection of child sexual abuse material (Pereira, Dodhia & Brown, 2020). 

			Another area of application for artificial intelligence in computer forensics is detecting and recognising text in image files. Reading information from images is difficult because of distortions. Some images are blurry and may contain subtitles in other languages. The files may also contain language errors. These problems are common in environments such as the TOR Darknet and child sexual abuse imagery, where text extraction is crucial in preventing illegal activity. Neural networks handle this problem well, but much remains to be done. Such solutions could identify child pornography offenders and those who conduct criminal activities via TOR networks (Blanco-Medina et al., 2020). 

			The above examples do not exhaust all the possibilities of using artificial intelligence in the process of digital forensics. Digital forensic investigation is a very complex activity, and it is possible to use artificial intelligence in other parts of an investigation. For example, in data discovery, device triage, network traffic analysis, handling encrypted data or event reconstruction (Du et al., 2020).

			Discussion

			The present article identifies the role of artificial intelligence in digital evidence analysis as an example of innovation in computer forensics. The issues presented in this article relate directly to academic work on the use of artificial intelligence, specifically artificial neural networks in computer forensics. Because this article is a conference paper on innovation, I decided not to include the results of my research on artificial neural networks and computer forensics. However, I show the achievements of other researchers that confirm the feasibility of using artificial neural networks to optimise the content analysis of digital evidence. The examples I have shown confirm that artificial intelligence solutions can contribute to solving the problems identified in this field.

			Conclusions

			The information presented in this paper describes the feasibility of applying artificial intelligence in the forensic examination of digital evidence. This is an excellent example of the innovation in computer forensics.

			We live in a digital age, which brings with it many opportunities and risks. We relate the challenges that affect many areas to the vast amount of digital data. Processing and analysing large data sets has therefore become a key skill. 

			Large data sets and the need to optimise the analysis of them make it necessary to look for solutions supporting human beings. The same requirement exists in computer forensics. Due to the large amount of data, experts need support in the analysis of digital evidence. Artificial neural networks, which allow for the automatic analysis and categorisation of images, can certainly be an effective solution. We can consider such a solution an innovation in computer forensics.
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			Summary

			Science centres manage specialised, scientific knowledge in many ways. Products and services offered to clients by science centres use modern methods of knowledge transfer to society. The aim of the research was to identify and evaluate innovative products developed by the Experyment Science Centre (ESC) in the face of the pandemic. The products chosen for the study were: REMOTE EXPERYMENT and REMOTE SCIENCE CAFÉ. The method of hidden, participant observation was used in the study. The duration of the research was one year: from March 2020 to March 2021. The innovative products let the ESC reach more customers, complement the existing activities and gain new knowledge.
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			Introduction

			The aim of the research was to identify and evaluate innovative products developed at the Experyment Science Centre in the face of the pandemic. Science centres are organisations that popularise science and modern technologies, disseminate scientific achievements, co-create knowledge exchange platforms, develop curricula, expand the didactic base of educational institutions and support activities aimed at the development of a knowledge-based economy (Roche et al., 2018; Krange et al., 2019; McGuire, et al., 2020). Science centres manage specialised, scientific knowledge in many ways and have to react quickly to new challenges to effectively reach their customers. One of the types of knowledge managed in the discussed organisations is life science knowledge (Swim et al., 2017; Sylaiou et al., 2017; Mujtaba et al., 2018).

			Life science knowledge (LSK) is a is a part of STEM (Science, Technology, Engineering and Mathematics) disciplines, which require an educator and moderator when transferred to the general public (Guzey et al., 2019; Roehrig et al., 2021). This is also the type of knowledge that is the main focus of the author of this work, who, by education, is a veterinarian and works in a science centre popularising issues related to zoology, nature and physiology. One of the organisations where the transfer of LSK takes place is the Experyment Science Centre (ESC) in Gdynia. It is a cultural institution that has five departments: Exhibitions and Education Department, Science Events and Programmes Department, Development and Cooperation Department, Financial and Accounting Department, Technical and Maintenance Department (Biuletyn Informacji Publicznej Urzędu Miasta Gdyni, 2021). Of the departments listed, two are connected with specialised scientific knowledge management: the Exhibitions and Education Department and the Science Events and Programmes Department, the latter of which is where the author of this paper works.

			Before the pandemic, the Experyment Science Centre achieved its goals through several products and services, e.g. popular science lectures, science workshops, scientific shows, guided tours of exhibitions, science events, educational activities for schools, trainings for teachers and educators, activities for families, scientific lectures for seniors, workshops for companies. All of these involve direct contact with the client. However, after the outbreak of the COVID-19 pandemic, such activities have become impossible. Due to new regulations, exhibitions and museums have had to limit the number of visitors or close the facilities completely (Zalecenia MKiDN w związku z koronawirusem SARS-CoV-2, 2021). Furthermore, sone of the main clients of the Science Centre, schools and companies, started remote work. Therefore, direct contact with clients became limited or impossible. The ESC needed to adapt or change existing products to the new conditions. For the above reasons, it was decided to introduce product innovations in the ESC.

			Product innovation is the creation and subsequent introduction of goods or services that are either new or improved versions of previous goods or services. This has to be based on new knowledge, new technology, new use or a new combination of the above. Innovation is usually introduced through functional or utility features, introduction of new products or services or significant improvements to existing products and services (Aksoy, 2017; Najafi-Tavani et al., 2018). 

			Methods

			The method of hidden, participant observation was used in the study. The duration of the research was one year: from March 2020 to March 2021. The observations were carried out over a 40-hour work week: Monday to Friday, from 8:15 am to 4:15 pm. During the observations, notes were kept on an ongoing basis.

			Results

			In response to the pandemic, many innovative products have been developed by the ESC. However, this study focuses on two products, in the creation of which, the author’s department contributed the most (the original, correct spelling of the products’ names is in capital letters): REMOTE EXPERYMENT (ZDALNY EXPERYMENT) and REMOTE SCIENCE CAFÉ (SCIENCE CAFE ZDALNIE).

			Evaluation of REMOTE EXPERYMENT

			REMOTE EXPERYMENT is a product that brings the learning centre to the customer’s home. In other words, it is a form of service in which ESC employees perform the same educational and popularisation tasks, but they do not do it through direct contact during a customer’s visit to the centre but through online transmission. This innovative product is both a new version as well as an extended version of previous products. During the COVID-19 lockdown, when it was not possible to have direct contact with the clients, REMOTE EXPERYMENT replaced the previous services. After the pandemic, it will complement and enrich pre-pandemic products. The pre-pandemic services that are included in the new product are: science workshops, scientific shows, guided tours of exhibitions, science events, educational activities for schools, activities for families.

			Compared to previous products, REMOTE EXPERYMENT has the following advantages:

			
					greater media coverage,

					greater variety of activities offered to clients (previous services were mostly based on ESC exhibitions; now it can offer a greater variety of subjects),

					greater convenience: for clients (they can use it at home, under any circumstances) and for employees of the ESC (they are not limited to the opening hours of the centre; they can connect with clients online from their homes or prepare the service in advance),

					larger time margin for implementation of activities (possibility to prepare in advance),

					wider range of educational topics.

			

			REMOTE EXPERYMENT also has some disadvantages when compared to previous products:

			
					less direct contact with the client (which is especially important when working with children),

					greater difficulty in enforcing fees (people are less willing to pay for the service when it is offered online than when they can leave the house and come to the centre for an event).

			

			As shown in Fig. 1 and Fig. 2, some units (or episodes) of REMOTE EXPERYMENT were viewed by about 5,000 (maximum: 5,800) people, but the average number of views was about 877 per episode. All units of REMOTE EXPERYMENT were viewed by more than 100,000 people; thus, the average views per month were about 8,770. In order to assess the above values, they should be compared with the functioning of the ESC before the pandemic: as shown in Fig. 3, before COVID-19, the ESC had an average of 100,000 visits by clients per year, i.e. about 8,333 visits by guests per month. The average pre-pandemic visits by guests (Fig. 4, grey bars: 8,333) were slightly less than the average views of the post-pandemic REMOTE EXPERYMENT (Fig. 4, pink bars: 8,769.83). This means that innovative product helped the ESC to reach many clients at a time when ‘physical’ visits to the centre were impossible(i.e. without innovation, it would not have any customer visits).

			Figure 1. Number of views of REMOTE EXPERYMENT

			[image: ]

			Figure 2. Views of REMOTE EXPERYMENT
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			Figure 3. Average visits to the ESC before the pandemic
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			Figure 4. Comparison of views of REMOTE EXPERYMENT and visits by guests to the ESC
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			As shown in Fig. 5, the maximum number of guests per month before the pandemic was 126,000. However, under the regulations issued during the pandemic, the ESC had to reduce the number of visitors to 1/2, 1/3 or none, depending on the date and particular regulations (Zalecenia MKiDN w związku z koronawirusem SARS-CoV-2, 2021). This means that without an innovative product (REMOTE EXPERYMENT), the ESC could not function at all or could function only on a very limited scale.

			The new product was very successful at providing services (Fig. 6). Especially since, at certain times, the regulations closed the center completely. In this case, the reach achieved by the new product would have to be compared with the number 0, as this is the number of visitors that could come to the ESC during total COVID-19 lockdown. On the one hand, the views are not the same as the visits of guests to the centre. On the other hand, if the ESC did not create REMOTE EXPERYMENT, in some time periods, the centre would not be able to receive any visits at all.

			Moreover, even with the centre open, the maximum capacity of the ESC was never really reached. As shown in Fig. 7, the average number of guests per month before the pandemic (8,333) was about 2 times less than the maximum possible number of guests (16,800).

			Figure 5. Functioning of the ESC before and during the pandemic
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			Figure 6. Comparison of REMOTE EXPERYMENT and functioning of the ESC before and during the pandemic
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